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PICTURE PLACEHOLDER 

Executive Summary  

The purpose of this Professional Pathways for Teachers (PPfT) evaluation was to 

examine the measurement validity and reliability of PPfT appraisal data from the 2017–

2018 school year. The PPfT appraisal is a multi-measure system that covers three areas: 

instructional practices (IP), professional growth and responsibilities (PGR), and two 
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Interrater reliability analyses were inconclusive due to confounds between raters and 

time and teacher improvement. However, collectively, the set analyses of interrater 

reliability were interpreted to suggest adequate agreement between raters. Use of 

floating peer observers to partner with school administrators during both observations 

was explored as means to reduce confounds in analysis of interrater reliability. 

Fall IP ratings, spring IP ratings, and PGR ratings showed evidence of strong internal 

consistency, but the set of four appraisal components (i.e., IP, PGR, SLOs, and SWVA) 

showed evidence of somewhat weak internal consistency. Although internal consistency 

did not meaningfully improve with removal of any components, exploratory analysis 
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Introduction 

Purpose of Evaluation 

This technical report is a supplement to DRE Publication 18.17 RB (Hutchins, 2019) and 

a follow-up study to DRE Publication 17.60 (Hutchins, Looby, DeBaylo, & Leung, 2019). 
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VALIDITY AND RELIABILITY RESULTS 

Content Validity: Did stakeholders feel the final and instructional 
practice ratings reflected the quality of their teaching? 

Survey responses to numerous items collected from teachers in the spring of 2018 

provided evidence for teachers’ perceptions of the content validity of the PPfT appraisal 

and IP ratings. Two patterns emerge when looking at the spread of negative and positive 

responses away from the neutral response (Figure 1). First, most teachers felt there was 

legitimacy to their IP ratings and that the appraisal system was fair to them. Second, 

teachers were divided on whether the appraisal system distinguished teacher 

effectiveness and was an accurate reflection of teaching quality.  

Survey results suggest strong content validity for IP observations. However, survey 

results are less conclusive for the overall appraisal system. A few interpretations are 

offered. Differences in how teachers responded to the fairness statement and the 

teacher effectiveness and teaching quality statements suggest that teachers think of 

fairness and whether the appraisal system measures teaching quality as two different 

Figure 1. 
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ideas. On the two items where teachers were divided on their perceptions of validity 

(i.e., teacher effectiveness and teaching quality), the items are broad third-person 

statements about all teachers as opposed to the first-person (i.e., I and me) IP 

statements. The difference in response patterns suggests that teachers respond 

differently depending on item design. Furthermore, there was a spike in don’t know 

responses, up to as much as 25%, on these two items. This suggests that the mixed 

perceptions were an issue of education and uncertainty rather than a firm division 

between teachers. 

Concurrent Validity: To what extent did final ratings on PPfT 
differentiate teachers? 

In a more traditional sense, concurrent validity would assess whether some semi-

parallel instrument that measures quality of teaching differentiates teaching quality 

with approximately the same groupings of teachers as does the PPfT appraisal (e.g., 

higher-quality teaching on the Texas Teacher Evaluation and Support System (T-

TESS) would be found for similar groups of teachers on the PPfT appraisal and vice versa 

for lower-quality teaching). Absent another existing instrument of teaching quality on 

which AISD teachers were measured, the construct of concurrent validity more simply 

assessed whether the existing PPfT instrument differentiated teachers. In this 

alternative sense, concurrently validity would not be demonstrated if all teachers were 

distinguished or otherwise received very similar final ratings.  

To assess the concurrent validity of final ratings, the distribution of 2017–2018 PPfT 

final ratings was examined (Figure 2). The distribution of PPfT final ratings shows a 

clear differentiation of teachers across all final rating categories. However, 56.6% of all 

teachers appraised in 2017–2018 received a highly effective final rating. To assess the 

concurrent validity of individual PPfT appraisal component scores, the distributions of 

2017–2018 ratings were examined (Figure 3). Differentiation between teachers at the 

component-level was best for SWVA and SLOs, worst for IP and PGR. 
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The LEP status of the students served by teachers appeared to operate in some 

dependency with the final ratings teachers received (Figure 5, Appendix B). The smaller 

the percentage of LEP students served by teachers, the higher teachers’ PPfT final 

ratings. The greater the percentage of never-LEP students served by teachers, the 

greater teachers’ PPfT final ratings. No relationships were observed for the percentages 

of 1st- and 2nd-year exited LEP students served and teachers’ PPfT final ratings. 

Figure 4. 
Student gender was not associated with teachers’ PPfT final ratings. 

Source. PPfT appraisal results from 2017–2018 and student demographic information from 2017–2018 Texas Student Data System (TSDS). 
Note. The correlation coefficient for the percentage of female students and the PPfT final rating was rho = 0.04 (p = 0.007). The 
correlation coefficient for the percentage of male students and the PPfT final rating was rho = -0.04 (p = 0.007).  

Figure 5. 
Student LEP status was associated with teachers’ PPfT final ratings. 

Source. PPfT appraisal results from 2017–2018 and student demographic information from 2017–2018 Texas Student Data System (TSDS). 
Note. The correlation coefficient for the percentage of never-LEP students and the PPfT final rating was rho = 0.12 (p < 0.001). The 
correlation coefficient for the percentage of LEP students and PPfT final rating was rho = -0.11 (p < 0.001). The correlation coefficient for 
the percentage of 1st-year exited LEP students and the PPfT final rating was rho = -0.11 (p < 0.001). The correlation coefficient for the 
percentage of 2nd-year exited LEP students and the PPfT final rating was rho = -0.06 (p < 0.001). 
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The ECONDIS status of the students served by teachers appeared to operate in some 

dependency with the PPfT final ratings teachers received (Figure 6, Appendix B). The 

smaller the percentage of ECONDIS students served by teachers, the higher teachers’ 

PPfT final ratings.   

The GT status of the students served by teachers appeared to operate independently of 
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Dominance: What components of PPfT were most important to 
the prediction of final ratings? 

Dominance analysis is a way of assessing the relative importance of the components of 

the PPfT appraisal in producing the final rating (Azen & Budescu, 2003). PPfT final 

ratings were based on an overall summative score, and the overall summative score was 

based on points accumulated from the four components of the PPfT appraisal. Each of 

the PPfT appraisal components (IP, PGR, SLOs, and SWVA) was weighted in its 

contribution to the PPfT summative score (50%, 25%, 15%, and 10%, respectively, for 

the standard PPfT appraisal plan). However, the components’ relative importance in a 

multiple regression model predicting final ratings can differ from the importance 

assigned by weights, depending on the variance of each measure, its strength of 

association with the PPfT final rating, and the strength of association between the 

components of the appraisal. 

Results of the dominance analysis revealed that IP ratings were the most important 

contributor to predicting final ratings (conditional and general dominance), then SLO 

ratings, followed by PGR ratings, and lastly SWVA ratings (Appendix C). The reversal of 

SLO and PGR dominance in predicting PPfT final ratings, relative to their importance 

assigned by weights for scoring in appraisal computations, was particularly interesting. 

The switch in importance when shifting from scoring weights to predictive contribution 

emphasized the importance of the distribution quality for appraisal components. 

Although weighted differently, the similar, skewed distributions of IP and PGR shown in 

Figure 2, coupled with the dominance analysis, suggests that very little additional 

information is being added by PGR and IP ratings over IP ratings alone. 

Figure 9. 





11 

 

from fall to spring (on average by 0.11 of a rating point), and correlation analyses 

revealed significant positive associations between strand pairs from fall to spring. Taken 

together, the analyses show a consistent pattern of improvement for teachers between 

fall/rater 1 and spring/rater 2. Although consistent, the improvement meant absolute 

agreement between raters could not be expected. Interrater reliability analysis using 

Cohen’s weighted kappa coefficient revealed a moderate degree of agreement between 

raters on all strands (Table 3).  

Internal Consistency: To what extent were strand ratings within 
components correlated, and to what extent were the 
components ratings of PPfT correlated? 

If we assume that the four components of the PPfT final rating collectively measured the 

same construct (i.e., quality teaching), and similarly that the strands of IP and PGR each 

measured the same thing, then we would expect consistent patterns between the ratings 

teachers received on the components to judge each as internally consistent. The internal 

consistency of ratings was assessed separately on four sets of measures: (a) the seven 

strands of IP rated in the fall, (b) the seven strands of IP rated in the spring, (c) the five 

strands of PGR, and (d) overall scores on the four components of PPfT final ratings.  

Fall IP ratings, spring IP ratings, and PGR ratings all showed similar evidence of strong 

internal consistency. Items within each set showed significant positive correlations. All 

sets showed large (e.g., ~0.8) standardized Cronbach’s alpha coefficients. On all three 

correlation sets, Cronbach’s alpha could not be improved with the removal of any item 

from the set of items (Table 4, Table 5, and Table 6).  

Table 3. 
Fall to Spring Comparisons showed fair to moderate rater agreement using Cohen’s weighted kappa. 

Source. PPfT appraisal results from 2017–2018. 
Note. wk indicates Cohen’s weighted kappa coefficient. All comparisons were significant, rejecting the null hypothesis of no agreement. 
* indicates analysis could not be run because the contingency table was not square (e.g., spring ratings often did not include all rating 
values, usually 1s, therefore the contingency table was not square and kappa was not run by SAS EG). Paired samples t tests revealed 
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 Table 4. 
Fall IP strands showed strong internal consistency. 

Source. PPfT appraisal results from 2017–2018. 
Note. The seven strands of instructional practice from the fall observation were all significantly positively correlated between all 5,577 teachers 
appraised under PPfT in 2017–2018. Correlation coefficients varied from the smallest at 0.41 to the largest at 0.59. The standardized Cronbach’s alpha 
coefficient was 0.873 for the set of ratings. The set of fall measures was further explored to see if the standardized Cronbach’s alpha coefficient would 
improve with the removal of any single strand from the set of seven IP strands. In all cases of strand removal, alpha decreased, suggesting that the 
original set of seven fall strands are a more internally consistent set of measures than any subset of fewer than the seven fall strands. 

Overall standardized 
Cronbach’s alpha coefficient 

Deleted strand 
Adjusted standardized Cronbach’s 

alpha coefficient with deletion 

Fall student engagement 0.846 

0.873 

Fall assessment and feedback 0.856 

Fall differentiation 0.861 

Fall PS and CT 0.858 

Fall classroom expectations 0.850 

Fall routines and procedures 0.855 

Fall classroom climate 0.855 

Table 5. 
Spring IP strands showed strong internal consistency. 

Source. PPfT appraisal results from 2017–2018. 
Note. The seven strands of instructional practice for the spring observation were all significantly positively correlated between all 5,577 teachers 
appraised under PPfT in 2017–2018. Correlation coefficients varied from the smallest at 0.40 to the largest at 0.57. The standardized Cronbach’s alpha 
coefficient was 0.865 for the set of ratings. The set of spring measures was further explored to see if the standardized Cronbach’s alpha coefficient 
would improve with the removal of any single strand from the set of seven strands. In all cases of strand removal, alpha decreased, suggesting that 
the original set of seven spring IP strands is a more internally consistent set of measures than is any subset of fewer than seven spring strands. 

Overall standardized 
Cronbach’s alpha coefficient 

Deleted strand 
Adjusted standardized Cronbach’s 

alpha coefficient with deletion 

Spring student engagement 0.836 

0.865 

Spring assessment and feedback 0.847 

Spring differentiation 0.855 

Spring PS and CT 0.852 
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The appraisal components of PPfT final ratings showed evidence of somewhat weak 

internal consistency (Table 7). The four components of PPfT final ratings were all 
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Second, IP and PGR share similar distinctions from SLOs and SWVA both conceptually 
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Summary and Recommendations  

Validity and Reliability Summaries 

Content Validity Summary 

Evidence suggests strong content validity around the entire instructional practices 

observation, rating, and formative feedback process. However, stakeholders seemed 
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suggest that very little additional information is being added by PGR and IP ratings over 

IP ratings alone. 

Interrater Reliability Summary 

Because PPfT IP observations relied on a rating from one rater in the fall and a second 

rating from a different rater in the spring, interrater reliability analyses had to contend 

with a confound between raters and time (in addition to explicit teacher use of feedback 

from fall/rater 1 to improve for the spring/rater 2 observation). Difference, association, 

and agreement between fall/rater 1 and spring/rater 2 were used together to assess 

interrater reliability. On average, all teachers improved slightly from their first to their 

second observation, but ratings remained in moderate agreement. Collectively, the 

analyses of interrater reliability were interpreted to show evidence of adequate 

agreement between raters, but ultimately assessment of interrater reliability was 

inconclusive due to the confounds between raters and time and teacher improvement. 

Internal Consistency Summary



17 

 

Leverage the strategic recruiting and compensation to place highly-quality 
teachers in populations of underserved students. 
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Appendix A  

To examine convergent validity, the correlations between PPfT final ratings (using a 5-
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Appendix B  

Discriminant validity was examined for the subset of teachers with a final 2017–2018 PPfT 

appraisal and course information in the summer 2018 PEIMS Staff Teaching Class Assignments file 

for the 2017–2018 school year. Students were linked to the courses offered by the teachers, and the 

percentage of each demographic characteristic of the students served by the teachers was 

calculated. Teachers with less than 10 students were excluded from the analyses. For all 

discriminant validity analyses, 4,306 teachers were identified in both data systems with 10 or more 

students. Student characteristics examined included gender, LEP status, ECONDIS status, GT 

status, SPED status, and race/ethnicity. Two analyses were performed on final rating and student 

characteristic data.  

Correlations between PPfT final ratings (using a 5-point ordinal scale where 1 = ineffective and 5 = 

distinguished) and the percentages of each characteristic of the students served by each teacher 

were examined. Analysis of variance was also run comparing the differences in mean percentages 

between the five final rating categories. Overall, results of correlation analyses revealed mixed 

findings, dependent upon the specific student characteristics observed. The large sample size (i.e., 

N = 4,306 teachers) resulted in detection (i.e., statistical significance) of some very small, yet not 

practically meaningful correlations between PPfT final ratings and percentages of student 

characteristics. Consequently, results of discriminant validity analyses focused on the direction of 

relationships (i.e., positive or negative trend) and size of relationships (i.e., strength of correlation 

coefficient and absolute difference between percentages for ineffective and distinguished ratings) 

in the context of the direction and size of all relationships examined for the student characteristic. 

Results of each analysis are shown for each student characteristic in Tables B.1 through B.6. 

Table B.1 
Gender Correlations and Means 

Source. PPfT appraisal results from 2017–2018 and student demographic information from 2017–2018 Texas Student Data System (TSDS). 

Demographic 
correlate  

Mean percentages by PPfT final rating (column percent)  Correlation results with 
PPfT final rating  

rho (p value) Ineffective 
Minimally 
effective 

Effective Highly effective Distinguished 

% of female 
students  

0.04 (0.007) 50% 46% 47% 49% 49% 

% of male 
students 

-0.04 (0.007) 50% 54% 53% 51% 51% 
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 Table B.3 
ECONDIS Status Correlations and Means 

Source. PPfT appraisal results from 2017–2018 and student demographic information from 2017–2018 Texas Student Data System (TSDS). 

Demographic 
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Appendix C  
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 SLO ratings showed complete dominance over SWVA ratings. 

For PGR ratings (X2) versus IP ratings (i.e., X1), SLO ratings (i.e., X3), and SWVA ratings 

(X4): 

 PGR ratings were completely dominated by IP ratings. 

 PGR ratings showed conditional dominance over SLO ratings in the k = 0 and k = 1 

models, but SLO ratings showed conditional dominance over PGR ratings in the k = 

2 and k = 3 models. 

 PGR ratings showed general dominance over SWVA ratings. 

 PGR ratings showed the smallest individual additional R2 contribution to the full 

model out of all four predictors (i.e., 0.0389), even smaller than the contribution of 

SWVA (i.e., 0.0748). 

For SWVA ratings (X4) versus IP ratings (i.e., X1), PGR ratings (X2), and SLO ratings (i.e., 

X3): 

 SWVA ratings were completely dominated by IP and SLO ratings. 

 SWVA ratings were generally dominated by PGR ratings; however, SWVA ratings 

showed conditional dominance over PGR ratings in the k = 3 model. The additional 

contribution to R2 of SWVA ratings to the three-component model (i.e., X1X2X�� 1X ���;
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Table C.1 
Analysis Results of the Dominance of IP, PGR, SLO, and SWVA Measures in the Prediction of 
PPfT Final Rating 

Base model Base model R2 
Additional R2 contribution of:  

IP PGR SLO SWVA 

R2 for individual components (conditional 
dominance k = 0)  

0.52 0.4 0.3 0.15 

IP 0.52   0.07 0.18 0.13 

PGR 0.40 0.19   0.20 0.10 

SLO 0.30 0.40 0.30   0.09 

SWVA 0.15 0.50 0.35 0.24   

Average additional R2 for adding one 
component to a one-component model 

(conditional dominance k = 1)  
0.36 0.24 0.21 0.11 

IP, PGR 0.59     0.16 0.11 

IP, SLO 0.70   0.05   0.09 

IP, SWVA 0.65   0.05 0.14   

PGR, SLO 0.60 0.15   
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 Table D.3 
Correlation Matrix for the Hypothetical Group of Components Inclusive of Teacher Value-
Added Ratings With IP, PGR, and SLOs  

Source. PPfT appraisal results from 2017–2018 and SAS EVAAS teacher-level value-added scores for 2017–2018. 

 Pearson correlation coefficients and p values (n = 1,538) 

 IP rating PGR rating SLO rating SWVA rating 

IP rating 1 
0.59 

p < 0.001 
0.24 

p < 0.001 
0.23 

p < 0.001 

PGR rating 
0.59 

p < 0.001 
1 

0.18 
p < 0.001 

0.23 
p < 0.001 

SLO rating 
0.24 

p < 0.001 
0.18 

p < 0.001 
1 

0.26 
p < 0.001 

Teacher value-added rating 
0.23 

p < 0.001 
0.23 

p < 0.001 
0.26 

p < 0.001 
1 

Overall standardized 
Cronbach’s alpha coefficient 

Deleted strand 
Adjusted standardized Cronbach’s 

alpha coefficient with deletion 

0.620 

IP rating 0.467 

PGR rating 0.495 

SLO rating 0.619 

Teacher value-added rating 0.604 

Table D.4 
Standardized Cronbach’s Alpha Coefficients for the Hypothetical Group of Components 
Inclusive of Teacher Value-Added Ratings With IP, PGR, and SLOs  

Source. PPfT appraisal results from 2017–2018 and SAS EVAAS teacher-level value-added scores for 2017–2018. 

Source. PPfT appraisal results from 2017–2018 and SAS EVAAS teacher-level value-added scores for 2017–2018. 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy.  0.608 

approx. chi-square 928.445 

Bartlett’s Test of 
Sphericity  df 6 

sig. 0.000 

Table D.5 
Kaiser-Meyer-Olkin Statistic for the Hypothetical Group of Components Inclusive of Teacher Value-
Added Ratings With IP, PGR, and SLOs 

 Factor 

 1 

IP 0.783 

PGR 0.711 

SLO 0.331 

Teacher value-added rating 0.354 

Table D.6 
Factor matrix for the hypothetical group of components inclusive of teacher value-added with IP, PGR, and SLOs. 

Source. PPfT appraisal results from 2017–2018. 
Note. Note. The extraction method was Principal Axis Factoring. Although Promax rotation was selected, no rotation was performed, 
given the one-factor solution. 




